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[bookmark: _Toc132916131]Introduction
This document describes how to query and visualize Hitachi Mainframe Analytics Interpreter (HMAI) data using Amazon Athena and Grafana.
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This document is intended for Hitachi Vantara staff and IT professionals of Hitachi Vantara customers and partners who are responsible for planning and deploying this type of solution.
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[bookmark: _Hlk131505452][bookmark: _Hlk127364659]Hitachi Mainframe Analytics Interpreter (HMAI) converts Mainframe analytics recorder records in an IBM z/OS® System Management Facilities (SMF) format to comma separated value (CSV) datasets. The CSV files contain mainframe performance information for key storage resources such as CLPR, MPB, Port, Parity Group, MPRank20, and LDEV.
HMAI Cloud includes components for automatically collecting MAR SMF data daily and writing CSV files to a mainframe file. The HMAI CSV files are then transferred to an AWS S3 Bucket from the z/OS LPAR using SFTP. After the S3 Bucket is populated, the CSV files are used to create an AWS Athena time series database. At this point, Grafana connects to the Athena database as a data source and visualizes the data using predefined dashboards.
[bookmark: _Toc132916136]Benefits
The following lists the benefits of HMAI Cloud using Amazon Athena and Grafana:
· Metrics as time series graphs
· Predefined Grafana dashboards in Cloud or on-premises
· Ad-hoc customizable reports
· Low touch
· Low cost
· Trend analysis
· Serverless
· Warning and critical threshold alerts 
[bookmark: _Toc132916137]Architecture
The following provides an overview of the process that occurs when HMAI CSV data is created and transferred to the AWS Cloud before being analyzed with Grafana. 
HMAI initiates an automated SMF DUMP job, which includes HMAI processing, on the LPAR to dump MAR user 191 records to an output file.
For the HMAI resources measured on the LPAR, HMAI collects user 191 SMF records as input and writes the HMAI CSV files as output. The resources include CLPR, MPB, Port, Parity Group, MPRank20, and LDEV.
The SMF dump automation includes a process that takes the HMAI CSV files as input and securely transfers them using SFTP to the AWS Cloud using the AWS Transfer Family as the SFTP site. Before writing the files, an SSH key must be generated for the LPAR and Transfer Family endpoints. To ensure a secure file transfer, a matching key pair must be defined for both the LPAR and AWS Transfer Family. 
Before working with AWS, assign AWS IAM roles to access your S3 buckets for storing data transferred over SFTP. The IAM roles for installing HMAI Cloud requires the following permission policies:
· Amazon Athena Full Access
· Amazon S3 Full Access
Before beginning the installation, ask your AWS administrator to provide all permissions policies.
To SFTP files to the Transfer Family location, a Transfer Family endpoint IP address is required. For detailed instructions on how to define an endpoint IP address, see the Transfer Family section.
S3 Buckets are used to upload the SFTP CSV data as S3 Object data. As a best practice, ensure that the Bucket name is unique and refers to the LPAR name from which the data is being uploaded. After the Bucket name is created, define the S3 folder names with a lparname_resourcename naming convention, where resourcename is CLPR, MPB, Port, PGRP, MPRank20, and LDEV, all lowercase. For example, if the LPAR name is DV01, then name the bucket as hmai-dv01-bucket. In hmai-dv01-bucket, create folders named clpr, mpb, port, pgrp, mprank20, and ldev.
For details on how to create HMAI Cloud Buckets and Folders that are selected by AWS Family transfer, see the S3 section.
After S3 Buckets and Folders are created, use the AWS Glue Crawlers to perform an Extract, Transform, and Load (ETL) from S3 to an Athena database. Crawlers automatically create a database schema based on the format of the CSV files. After the Crawlers are defined, you can set up a daily scheduled Crawler. The Crawler schedule must run simultaneously with the SMF dump process.  As a best practice, use the following convention for the Crawler names: lparname-resourcename-crawler. For example, the Crawler name for LPAR DV01 and Resource Port would be dv01-port-crawler. Note that to follow the AWS naming convention rules, the Crawler name must be in lowercase. When the Crawlers complete, the name of the Athena database that is created when setting up the Crawler reflects the LPAR name.
For example, use the Athena database name dv01, and refer to the S3 Folder name for LPAR DV01, hmai-dv01-bucket. Based on the examples for S3 Folders used previously, the Glue Crawler automatically creates the schema and tables for database dv01 as: clpr, mpb, port, pgrp, mprank20, and dev. 
For details on how to create Crawlers that perform ETL for S3 data, see the AWS Glue section.
After defining the AWS services, use Grafana to point to the Athena database as a Grafana Data Source. The predefined dashboards for HMAI Cloud monitoring are provided as a JSON data source and are loaded in Grafana using the Dashboard Import function.
For details on how to setup Grafana in the Cloud, define the Athena database as a Data Source, and import the HMAI Cloud dashboard using Import JSON file, see the Grafana section.
The following figure shows the visual representation of the architecture.
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Figure 1: Architecture Details
[bookmark: _Toc131098197]

[bookmark: _Toc132916138]AWS Location
When defining AWS services, use the AWS location closest to your datacenter for improved latency. The following example shows US-WEST2 – Oregon used as the AWS service.
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[bookmark: _Toc131098198][bookmark: _Toc132916139]AWS Identify and Access Management (IAM) Permissions
When defining AWS services, use the AWS location closest to your datacenter for improved latency.
For more information, see: https://aws.amazon.com/iam/
IAM policies and permissions are required to set up HMAI Cloud in AWS. Permissions policies must be defined before configuring any AWS services. The permissions policies used for defining HMAI Cloud in AWS are as follows:
· Amazon Athena Full Access
· Amazon S3 Full Access
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[bookmark: _Toc132916140]SFTP to Transfer Family
Before configuring the Transfer Family in AWS, use Windows Putty Key Generator to create an SSH key pair. The key pairs are used in the mainframe and Family Transfer. 
To generate an SSH key pair, complete the following steps:
1. To generate a public or private key pair, select the parameter type as RSA.
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1. Click Save private key with the .ppk extension.
2. In the Conversions selection, click Export OpenSSHKey and save the file with the .PEM extension.
Copy the PEM key to the mainframe. Run the chmod command and change the file to use permission 0700. For example,
chmod 0700 sshkey.pem
3. Select and copy the public key and paste it in the OpenSSH authorized_keys file section. This key is used to paste into the Transfer Family user SSH authorization.
[bookmark: _Toc131098200][bookmark: _Toc132916141]Create Host table in LPAR 
When connecting to a File Transfer Server (AWS Transfer Family) for the first time from a new host (mainframe DV01), you must establish a list of known hosts, just as you would if you were connecting to a new Linux system for the first time as a user.

To create the mainframe host as a known host to AWS, enter the SFTP command using the SSH key and specify the AWS user.hostname to which you want to connect. When prompted to continue connecting and add the connection to the list of known hosts, click Yes.
For example, sftp -i sshkey.pem clpr@ (aws family transfer endpoint IP address).
[bookmark: _S3][bookmark: _Toc132916142]S3
For more information, see https://aws.amazon.com/s3/
To configure the S3 service, complete the following steps:
1. Log in to AWS console and select the S3 service.
Click Create Bucket and select the default option. 
Add a Bucket name using the suggested naming convention. For example, hmaidv01-bucket.
In the same bucket, click Create Folders, and add the folders using the naming conventions of clpr, mpb, port, pgrp, mprank20, and ldev. 
Because the Crawler process uses the folder name to create the tables within the database, it is important to add the folder names without any prefix. The table names are the same for each database, so Grafana can refer to the table names for reporting.

When the folders are created, you will see them as folder names in the bucket.
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[bookmark: _Transfer_Family][bookmark: _Toc131098202][bookmark: _Toc132916143]Transfer Family
For more information, see https://aws.amazon.com/aws-transfer-family/
To configure the AWS Transfer Family, complete the following steps:
1. Log in to AWS Console and select Transfer Family.

Select the protocols you want to enable as SFTP.[image: Graphical user interface, text, application, email
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Note the Endpoint ID because. You will use it when defining the Endpoint on the Mainframe.
Click Add user and add a user for each HMAI SFTP resource using the suggested naming conventions. For example: hmai-dv01-clpr, hmai-dv01-ldev, hmai-dv01-mpb, hmai-dv01-mprank20, hmai-dv01-pgrp, and hmai-dv01-port.
Select the Role for Amazon S3 access and specify the Policy as None.
Select the Home Directory created for the S3 Bucket.
The Bucket created in S3 was named hmai-dv01 in the following example:
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In the SSH public key window, copy and paste the SSH public key created by PuttyGen.
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[bookmark: _Toc131098203][bookmark: _Toc132916144]Athena Database
For more information see https://aws.amazon.com/athena/
To configure the AWS Athena database, complete the following steps:
1. Log in to AWS Console and select AWS Glue.
In the left navigation pane, select Databases.
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In the Database panel, click Add database.
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Using the suggested naming convention such as dv01, create a database, and click Create database.
Note that the database name is used in the next steps to create Glue Crawlers.
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[bookmark: _AWS_Glue][bookmark: _Toc131098204][bookmark: _Toc132916145]AWS Glue
For more information, see https://aws.amazon.com/glue/
To configure the AWS Glue Family service, complete the following steps:
1. Log in to AWS Console and select AWS Glue.
In the left navigation pane, select Crawlers.
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In the Crawlers panel, click Create Crawler and follow the wizard prompts.
a. Enter the Crawler Name. Use the naming conventions for each Crawler name associated with an HMAI Cloud resource. For example, dv01-clpr-crawler, dv01-ldev-crawler, dv01-mpb-crawler, dv01-mprank20-crawler, dv01-pgrp-crawler, and dv01-port-crawler.
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b. In the Choose Data Sources and Classifiers window, select Not yet and click Add a data source.
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c. When prompted to choose the S3 path, select hmai-dv01-bucket > clpr, and click Choose.
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d. To add a data source, click Add an S3 data source.
Note that when the S3 path is displayed, there must be a / at the end of the path name.[image: Graphical user interface, text, application, email
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e. Create a new IAM role and name it AWSGlueServiceRole-dv01-clpr. Select the newly created role, select the defaults, and click Next.
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f. In the Set output and scheduling window, select the Target database dv01. For testing, select the Crawler schedule as On demand, and click Next.
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g. Review and create.
i. Review the defined settings.
ii. If any settings require modifications, click Edit. 
iii. To create the dv01-clpr-crawler, click Create Crawler. 
iv. Repeat the procedure for Crawlers dv01-mpb-crawler, dv01-mprank20-crawler, dv01-pgrp-crawler, and dv01-port-crawler.
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[bookmark: _Grafana_Install][bookmark: _Toc132916146][bookmark: _Toc131098205]Installing Grafana 
For installing Grafana, we used a free account of Grafana Cloud. To create a free account, log in to Grafana and click Free Account setup. When your account is ready, navigate to Dashboards and follow the Install dashboard procedure.
[bookmark: _Toc131098206][bookmark: _Toc132916147]Installing Dashboard
To install dashboard, complete the following steps:
1. Request HMAI Cloud from the JSON Dashboard file and import it to Grafana by selecting Dashboards > New > Import.

[image: Background pattern
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1. When prompted, paste the file to the Import via panel json section and then click Load. 
1. When the dashboard loads, navigate to the Grafana Dashboards list, and select the Hitachi Mainframe Analytics Interpreter dashboard.

[image: ]
1. Navigate to Dashboards > Browse, and then select Hitachi Mainframe Analytics Interpreter.
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You will see an icon indicating the Dashboard is loading. Wait for a few minutes for the dashboard to display. Loading time may vary because Grafana is entering the Athena database information. After the data is loaded from Athena, it is cached in Grafana and subsequently displays the data.
[image: ]
[bookmark: _Toc131098207][bookmark: _Toc132916148]Grafana Data Source Setup
1. Before loading the dashboard, verify whether the Amazon Athena datasource is selected in Grafana configuration.
2. Enter the Access key ID and Secret Access key information obtained from AWS Cloud source. For information on Athena, navigate to AWS Console and select the Athena service. 
3. Use the first LPAR database as your database source. You can change the database using the Grafana dashboard. In the example, the default Athena Database name is hmai.
4. For Data source and Workgroup, use the default values.
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[bookmark: _Toc131098208][bookmark: _Toc132916149]HMAI Metrics
For a detailed explanation of all the available HMAI metrics, see Mainframe Resource and Metrics Data Dictionary.xlsx.
[bookmark: _Toc131098209][bookmark: _Toc132916150]Grafana Reports
[bookmark: _Toc131098210][bookmark: _Toc132916151]Drop Down Dynamic Variables
Every time a new database and SSN are selected, the variables used for viewing the dashboard reports are dynamically updated. This allows for detailed examination of storage resources and keeps the configuration information up to date. For example, the MPB drop-down menu displays all available MPBs for the selected SSN if one or more MPB analysis are required. Several MPB time series graphs are displayed when more than one MPB is selected in the drop-down menu. 
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[bookmark: _Toc131098211][bookmark: _Toc132916152]Storage Overview
Key performance metrics show Total IOPS, Total Throughput, Port Latency, Cache Logical Partition (CLPR) utilization, and MPB utilization. Depending on the usage, resources can be further examined by Port, MPB, CLPR, MPRANK20, Parity Group, and Pool.
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[bookmark: _Toc131098212][bookmark: _Toc132916153]Storage Configuration
Detailed Storage Configuration information is displayed for Port, Parity Group, and LDEV. This information is used to match storage resources to mainframe resources. For example, LDEV configuration displays the LDEV ID alongside the Mainframe Device Number and Volume Serial Number. In depth analysis of Hitachi mainframe storage systems is possible by combining the configuration data with performance graphs.
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[bookmark: _Toc131098219][bookmark: _Toc132916154]AWS Cost and Usage Reports
After HMAI Cloud is installed, use AWS Cost and Usage Reports to view the cost associated with AWS Cloud.
For more information on AWS cost and usage reports, see https://aws.amazon.com/aws-cost-management/aws-cost-and-usage-reporting/
For more information on Query and Visualize AWS cost and usage data, see https://aws.amazon.com/blogs/big-data/query-and-visualize-aws-cost-and-usage-data-using-amazon-athena-and-amazon-quicksight/
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Choose S3 path

S3buckets > hmai-dv01-bucket

Objects (1/6)

[ @ Find object by prefix

Key Last modified size
O Dicpr 2023-03-20T23:51:53.0002 0Bytes
O Dildev 2023-03-20T23:52:00.0002 0Bytes
O  Dimpb 2023-03-20T23:52:08.0002 0Bytes
O Dymprank20 2023-03-20T23:52:15.0002 0Bytes
O Dipgrp 2023-03-20T23:52:22.0002 0Bytes
O Dport 2023-03-20T23:52:28.0002 0Bytes
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Add data source X

Data source
Choose the source of data to be crawled.

53 v

Network connection - optional
Optionally include a Network connection to use with this 53 target. Note that each crawer islimited to
one Network connection so any other §3 targets willalso use the same connection (or none, if left
blank)

][ ¢

Clear selection Add new connection [4

Location of S3 data

© In this account

O Ina different account

3 path
Browse for or enter an existing 53 path

‘ Q s3://hmai-dv01-bucket/clpr/ X View [4 Browse 53

Allfolders and files contained in the S3 path are crawled. For example, type s3://MyBucket/MyFolder/
to crawl all objects in MyFolder within MyBucket.

Subsequent crawler runs
This field s a global field that affects all 53 data sources.

© Crawl all sub-folders
Crawlall folders again with every subsequent cravi.

O Crawl new sub-folders only
Only Amazon 53 folders that were added since the last crawl will be crawled. If the schemas are
compatible, new partitions will be added to existing tables.

O Crawl based on events
Rely on Amazon 53 events to control what folders to crawl

[ sample only a subset of files

[ Exclude files matching pattern

Cancel _




image24.png
1AM role info

Existing IAM role

‘ AWSGlueServiceRole-dv01-clpr v ‘ ‘ c ‘ ‘ View 3

[ create new 1AM role | [ pdate chosen 1aM role |

Only IAM roles created by the AWS Glue console and have the prefix "AWSGlueServiceRole-" can be updated.

Lake Formation configuration - optional

Allow the crawler to use Lake Formation credentials for crawling the data source. Learn more. [2

[ Use Lake Formation credentials for crawling S3 data source
Checking this box willallow the crawler to use Lake Formation credentials for crawling the data source. If the data source is registered in another account, you must provide the registered account ID. Otherwise, the
crawler will crawl only those data sources associated to the account. Only applicable to $3 and Glue Catalog data sources.

» Security configuration - optional

Enable at-rest encryption with a security configuration.

concel [ reviows | (NG
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Set output and scheduling

Output configuration info

Target database
[avo1 v|[c]

[ clear setection | [ Add database [3

Table name prefix - optional

[ Type a prefix added to table names |

Maximum table threshold - optional

“This field sets the maximum number of tables the crawler is allowed to generate. In the event that this number is surpassed, the craw will fail with an error. If not set, the crawler will automatically generate the number of
tables depending on the data schema.

[ Type a number greater than o |

» Advanced options

Crawler schedule
You can define a time-based schedule for your crawlers and jobs in AWS Glue. The definition of these schedules uses the Ui

e cron [ syntax. Learn more [2

Frequency

On demand v

concel [ reviows | (NG
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Review and create

Step 1: Set crawler properties

Set crawler properties

Name Description Tags
dv01-clpr-crawler - -

Step 2: Choose data sources and classifiers

Data sources (1) info
The st of data sources o be scanned by the crawer.

Type | Data source | Parameters

s3 3://hmai-dvO1-bucket/clpr/ Recrawl all

Step 3: Configure security settings

Configure security settings

1AM role Security configuration Lake Formation configuration
AWSGlueServiceRole-dv01-clpr - -

Step 4: Set output and scheduling

Set output and scheduling

Database Table prefix - optional Maximum table threshold - optional Schedule
avo1 - - ©On demand
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Create and manage dashboards to visualize your data

& Browse B Playlists @ Snapshots B2 Library panels

folder-current -

New Dashboard

© Filter by tag v Starred )

1= Sort (Defaul
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Dashboards / Import dashboard

Import dashboard from file or Grafana.com”

Import via grafana.com
Grafana.com dashboard URL or ID

Import via panel json
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Type: Amazon Athena

{i§ Settings 88 Dashboards @ Permissions @ Insights @ Cache

| @ Alerting supported |

Name ® Amazon Athena Defaut (@

Connection Details

Authentication Provider ®  Access & secret key v

Access Key ID Configured @

Secret Access Key Configured @

Assume Role ARN ®©  amawsiam*

External ID ® | External ID

Endpoint ® | https://{service}.{region}.amazonaws.com

Default Region @  us-west-2 v
Athena Details

Data source AwsDataCatalog v

Database hmai <

Workgroup primary v
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